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Procurement Transformation

· Dan Bowman:  Stressed need for FRB to communicate to his office on issues as PD2 upgrades roll out, be thinking  of future systems.  So that when his office or Mr. Williams goes to the Acquisition Governing Board, the Air Force speaks with one voice.  Questions?  Kurt S.: Comptroller/DFAS issues data interface issues.  Where are we. There is a presentation later this week Thursday, on this issue. FMMP and FMEA.

Welcome

· Vince M.:  Understanding the importance of getting together face to face.  You expressed you desires for the need to get together.  Susan H. has been working the details and with Mr. Williams as the importance of our meeting.

· Susan H.: Introductions

· Susan H.: Admin Issues Discussed

Old Action Item List

· Susan H.:– Sep ‘02 we started this list of issues. 

· Kurt S.: CONOPS Mod Reasons Codes, 25 system tables we can now use.  We are working up definitions within command; however, we need AF level standardization.  We need consensus on this. Strawman will be sent out by next Wed to all FRB members.  Patrick K.: Reports writing groups was planning on using some of the codes also.  Kurt S.: Ref page 6 of the release notes.  For instance: ACO/PCO has ten characters.  Too short for name. We would need naming conventions.  Another example is document codes for BPA calls.  Kurt S. will send out strawman and should be returned to Tom B. for  Action Officer: Linda D. (Task)  Joe M.: Needs to be standardized in DDDS.

· Susan H.: Other issues;  Integrity, vs.  FPDS SPS Engine vs. PC 350.  During SAT the discovered that the FPDS engine needed tweaking.  Still putting together the report.  Report should be out in the next couple of weeks. Group recommended using Integrity, because we control it.  Tom B.: Would like to have 100% auto population of data.  PC350 required manual entry of the data.  Kurt S.: If we go to the integrity solution what is our cost? The SPS is slow in bring updates.  Karl G.: Maybe we should now trust the SPS solution since we now trust the accuracy of PD2 now.  Vince M.: We need to be concerned with duplicate systems.  We will be asked why we have two systems.  Can we justify it. Tom B.: Integrity should be viewed as one system.  Good chunk of the money for integrity comes from the PD2 JPMO.  Joe M.: With 4.2 I2, integrity is tightly woven into PD2.  It’s on the tool bar. 

· Susan H.: Integrity mission critical issues should be called in to the AFCIS support line?  Joe M.: Yes.  We are putting together an AF technical group.  FRB members need to Names needs to go to Joe M.. 

· Susan H.: MILSTIP utility?  Justin S.: PMO not funding this utility.  Kurt S.: Many of customers are using utility to get status.  Can the AF create a script?  Joe M.: Yes, I can do that and include in integrity.  That won’t take long at all by QTE date.  Action: Joe M. (Task)

· Susan H.: Our list of action items is a working document which I’ve reformatted.  Please get with me if you have questions.

Deployment Schedule

· Susan H.:: Appreciate your support on this.  The one on the wall is dated 3/31/03.  Justin S.: The schedule has blocks of sites so the pre-deployment package will go out all at the same time and be due the same time.  Joe M.: With this schedule there may be users working the MOS over the weekend.  Need to look at overtime associated with this.  Karl G.: HQ will take only one day, we may need to adjust so that they aren’t working over the weekend.  Tom B.: Want to be sure you are comfortable with all of the steps required to complete the upgrade process. We will address this later today.  Tim I.: Would like to do Tinker as two separate sites.(Task)

Deployment Process (MS Project)

· Tom B.: We would like to take you through step by step.  How is all of that going to impact your site, etc.  Instrument panel is not a report card.  If you don’t understand  task ask the question.  This will be different that the 4.1e upgrade.  Joe M.: Deployment more complex than what we did with 4.1b.  This version will have a totally new database.  Joe M.: The schedule: Approximately  50  task per site.  Sites can filter their site or MAJCOM out of the schedule.  Tom B.: We will send out a data call to see how many sites will need MS Project (Task).  Kurt S.: I copy the data to excel for the folks without MS Project.  Joe M.: DFAS has changed IP addresses, sites need to be advised of this. If it’s not in IAPS they aren’t getting paid.  We are now in Prep for Deployment.  I’ve developed an automated script to gather the required data.  This will speed up the process and  ensure consistency across our sites.  Also the security model changes will be automated.  Kurt S.: The pre-deployment package has arrived, so as I understand it, your automated tool will do this for me.  Right?  Joe M.: Yes.  Sites still need to review the data after it’s collected to ensure correctness and be award that there are data fields that will require manual entry.  Would suggest all to read the SAUIG.  Justin S.: The sites readiness calls will be conducted during the weekly OIPTs.  Joe M.: CTO process is very important.  Increment 1 is only a software upgrade. Increment 2 is an architectural change.  So we are only asking to extend the CTOs.  Tom B.: AFCA review will take two to three weeks to review.  This will push out QTE dates to the right.  I’m trying to get them to speed up this review.  Possibly raising it to the O-6 level.  Kurt S.: Trying to get a letter of interim compliance.  System Security Authorization Authority (SSAA)  approval is now in.   Vince M.: Does the FRB want a joint letter to be staffed up through AQC?  Yes.  Air Staff Letter recommending and justifying extensions CTO position AFCIS (Task).  SSAA letter to all from AFCIS (Task).  Work with your SCs, but some bases will be a stickler.  Schedule is complete now task at 100%.  Interface validation was done.  Call AFCIS on interface issue.  The AF now owns the code.  AMS is going away from supporting SPS-I.  SPS-I upgrade will not update IP addresses.  Again, ensure your IAPS interface is working.  SA’s need to check their log files.  Kurt S.: Sites are going to need a day to day and half for training after the MOS is completed.  The second week will be used for interface validation.  Maybe this should be included as a mile stone for all sites.  Justin S.: AMS will not test you interface connectivity, they will only check configuration.  CONOPS, we are a little bit behind.  Linda D.: Names “AF PD2 Business Practices” received the most votes.  CONOPS to FRB today will need comments by 4/11/03.  Looking for final approval from FRB.  Kurt S.: Lets approve the new format now as a test document. We need the product to test. So do the final approval later after the upgrades have happened.  Vote to accept the CONOPS as is now, and wait until later for revision.  All FRB members voted to accepted the CONOPS/AF PD2 Business Procedures in it’s current form.  Joe M.: We need an approved CNA by 4/15/03.  The sites first indication of the process beginning is receipt of the JPMO per-deployment package.  Sites send your packages to AFCIS so that we can check for Data Base Consistency Checks (DBCC) errors.  Then AFCIS will forward to the JPMO office.  Search for (Msg) and (Server Message) on your DBCC to identify problems.  Severity levels 10 or below is OK, 11 or higher is a potential error.  AFCIS’s RDBA will be checking these.  You may want to register at “MySybase.com” for more info.  Also the CD from AMS has sybooks (user guides) on it for researching errors.

National Security Agency Checks

· Joe M.:.  For a contractor to access your system, they must now have a completed NSA check.  Basis is in AFI 200 series.  It used to be ok for the NSA to be in progress, more and more are requiring it to be complete.  Justin S.: Sites should tell Susan H.: if your sites require a completed NSA check.  Suspense of sending this info to Susan H.: and cc Justin S. by next Friday week 4/18/03.(Task)  AIA site is a special case where the machine may have to be removed from the site and then returned.  SAs and super users should take the CBT training because AMS will only support the MOS for four hours.  Kurt S.: Centralize your MOS team and break out task with user’s knowledge base.  Kurt S.: Who is accepting the upgrade service?  Does the form AMS asked the SA to sign represent acceptance?  Inspection is the MOS.  Susan H.: Get answer from Debbie O’Rourke on what constitutes acceptance. (Task)   Karl G.: What reports must be run?  Joe M.: Refer to the SAUIG. as to what reports are required.

Lunch Break
· Susan H.: Rehashed action items. (See Bottom of Document) 

Late 1057 Reports

· Karl G.: Reports working group under pressure to have data by the 10th day of the month.  40 to 50% of our offices not using integrity tools.  Lateness with 1057 reports issue for some sites but I’m handling 14 sites on time.  Some sites using Key Plus.  Can’t we as the FRB require all sites to use the integrity tool for 1057.  Ruth R.: Key Plus is easier to use. Vince M.: DoD and Federal level, reporting 1057 will be required on individual actions, no longer rolled up in a monthly.  Threshold level will be lowered from $25,000 to $2,500. Not sure what it will be called. 1057 or 350.  Karl G.: I’m not waiting on Government Purchase Card (GPC) data, I’m reporting it the following month.  I would recommend that we, as the FRB, find out what’s happening in your MAJCOMs and why are the reports being late. 1057 reports can be done on time, so let’s do them on time.

Deployment Process

· Joe M.: Continues with project review.  Kurt S.: There are two sets of release notes. 4.2 and 4.2 Increment 1.  Susan H.: Standard upgrade time starts will be AMS travels on Monday and starts the process on Tuesday morning.  Joe M.: If you have a server swap out it should be completed prior to AMS arrival.  Kurt S.: I would like site to notify me when AMS arrives. In the past AMS has coordinated with the FRB member before taking action.  Karl G.: should we clean up our Sybase logins?  Joe M.: yes. Kurt S.: Lets add this issue as an action for cleaning up the DBs before upgrading.  Joe M.: Download from AMS web site and save “Script Aid”.  Joe M.: Lock users out two (not three) days prior to AMS arrival.  Kurt: This will change things, I would want sites to have AMS arrive on Monday not Tuesday.  Too much down time.  We probably need to go through the week in detail.  I’ve discovered that users need at least two days training before going live.  Joe M.: Think the issue is that the down time you expected was only what AMS would have, you have to add on our sites issues which increases the down time. 

Site Downtime

· Tom B.: Lets look at a notional calendar for downtime according to DB size.  We are assuming communications are going on with the commander, customers, etc.  This calendar will paint the picture, and can be taken into the squadron commander to show what will happen.  This info will be posted on the AFCIS web site.  Kurt S.: Not sure sites are configured to ensure the DBCCs checks are running.  Joe M.: DBCC checks should be run every day.  Tom B.: AFCIS RDBAs will be able to review sites data 7 days a week. Just let us know if it’s over the weekend.  We will try to work around your schedule.  Joe M.: Double check, I received DBCC errors on SR06 upgrade and not on SR05. So they can come anytime.  Susan H.: QTE sites will have AMS on station Monday morning.  Susan H.: Asked Justin S. to confirm that AMS will be able to handle USAFA on Tuesday because there is an installer located in Colorado.(task)   Possible ideas of things to employ workers during the down time: Self inspection, market research, Wide Area Work Flow, etc.  Kurt S.: Did the Army have horror stories?  Tom B.:  Army sites were different platforms, wide variance with system types and didn’t experience serious upgrade issues.  Paula M.: What about striping databases?  Joe M.: Large data base dump vs striping. Striping had is pros and cons.  Some configurations striping is not possible. The advantage to striping is ability to winzip files.  Recommend not to change your site’s current backup process.  Susan H.: AMS will not arrive on Monday except for Large DB sites.  Karl G.: Is the time listed as a continuous time?  Joe M.: This is the total time but AMS won’t be there around the clock. They will start up operations and come back when it’s finished.  The SAs will have to be there.  Karl: Could AMS handle ROB and HQ in parallel?  Susan H.: We will have to ask the installers about this. Kurt S.: I have a similar situation at my sites.  Joe M.: Karl, you may be able to upgrade you HQ site yourself.  Susan H.: We will look into that.  Kurt S.: Looks like it will be about two weeks of down time.  Vince M.: Two days of pre AMS time, two days of AMS time, 4 hours MOS. So it could be pushed through in one week.  Vince M.: we are going to discuss the downtime during the spring conference.  Tim I.: At what point does AMS decide not to come?  Suppose I have problems over the weekend, will AMS still come?  Joe M.: Most likely.  Bob H.: What about running the DBCCs several weeks earlier?  Joe M.: You will be doing it earlier for the JPMO.  However when the SR06 upgrade, it may bring in errors. “Page Allocation” is the most common and easy to fix.  Tom B.: FOC will be when all clients are up, IOC will be when MOS is completed.  Justin S.: Client upgrade should only take 10 minutes per machine.  Karl G.: Won’t I have to restore the DB following MOS?  Joe M.: Three options, do MOS on a test DB, empty DB, or production DB.  Suggest do it on your production and restore afterwards. Kurt S.:  I didn’t see the missing data as being an issue to us. Will the MOS adequately test the upgrade along with the row count?  Joe M.: Log file should be zero, if log file fills the upgrade will continue to run but it will fail.  Joe M.: Version 4.2 creates new indexes. Data object locking.  Joe M.: AMS will run a utility to verity your configuration.  Greg Youmans (AMS Installation Mgr.) is willing to work with the sites on the required file sizes.  Kurt S.: Can the RDBA research this ahead of time?  Joe M.: Yes. RDBA will do a check of database transaction log file sizes. (task). 

Instrument Panel

· Linda D.: Objective it to track tasks and ensure sites are ready for upgrade. POC will be Dave Mitchell for QTE sites.  During OIPT the instrument panel will be the first item and verified each week.  Your site will have their AFCIS POC listed with a sticky on their site.  Instrument panel is tailored to each site. Karl G.: Help desk authorized caller validate, this will be problems.  Justin S.: The help desk authorized caller has a set of requirements needed in order to be authorized.  Karl G.: The SAs aren’t listed as an authorized caller because they haven’t been to contracts class.  I’m not going to send SAs to contracts class.  Susan H.: I’ll take a action item to see if they will reconsider it.(task)  Justin S.: The pre and post upgrade guide will help you to understand all the task.  It will be posted on the AFCIS web site.  Todd S.: Pre-deployment package were not received for Langley 1st CONS.  Justin S.: That will needed to be checked (task).  Tom B.: Do all of the FRB members have the instrument panel?  It’s up to you. We will need to do a follow up procedure to ensure delivery.  Susan H.: In the future we will be “cc-ing” TSgt Cheryl Martin and Dave Mitchell so they can track receipt.  Linda D.: Would like the first 17 sites to call up to the OIPT this Thursday.  There is a limit on the number of calls the meeting line can handle.  We are trying to get a larger line.  Karl G.: It needs a column for MAJCOM so that it can be filtered and downsized.  Kurt S.: The SA/Super User training needs to occur earlier. Two to three weeks prior to cut over.  Justin S.: That last task is for site business procedures if required. Additional user training will be MAJCOM specific.  Kurt S.: The CBT isn’t good enough, not complete. Some milestone plan needs to be noted that there is additional training.  Insert column showing one or two days, having users getting on system to get familiar with new environment.  We have 14 scripts that will address all the new functionality. We are going to have and additional day or two to accomplish this.  Joe M.: This instrument panel isn’t for that purpose, it’s to establish is the site is ready for AMS to arrive.  Karl G.: I’m sending my tiger team to AMS training and they can do the user training.  Justin S.: Coding user training “Red” will not be proper on the instrument panel.  Linda: Can I get the FRB’s approval on this instrument panel?  FRB: Voted Yes.  Tom B.: Documents like the instrument panel, are working documents so they aren’t fixed in concrete.

JPMO Automated Functions

· Joe M.: Demo.  The task are hyperlinked to the word document.  There are files for 2K and for NT.  Run monitor client and you will be able to see bandwidths.  You will still have to fill in site names, DoDAACs, POCs, etc.  Ruth R.: Suppose we are switching from NT to 2K.  Joe M.: It puts in a note that identifies that issue. 

Known Issues

· Susan H.: Missing data. Look over. and Windows XP is not certified.  and Office XP is proven not to work.  Who has these systems other that Gunter?  Let us know. If you have a contracted IT shop let us know.  Tom B.: there is a white paper on this issue, that’s what you need to take to your SEs to let them know the issues.  AMS will not upgrade to increment 1 if your are running XP.  Karl G.: What about if the memory isn’t enough, 256 instead of 512?  Justin S.: AMS will still upgrade.  Paula M.: If you currently have XP and when will your SEs be pushing it.  Susan H.: If it is a problem we may need to go back to JPMO to have them support it.  Susan H.: Try to let us know by next Friday if you have an XP problem.(Task) 

· Larry: Top 10 issues. There were two that required additional research.

· Justin S.: Performance: Code related.  Joe M.: Are you sure it’s in the code. Sybase 12 supports data locking. Which can cause poor performance.  Tom B.: Linda and Mary go through these again and clarify issues.  Susan H.: Frequency will help. 

· Meeting Adjourned
· Old Actions Items (Modified)

· AETC/AFMC/AFCIS –Send system tables to FRB for review.

· AFCIS – FPDS/Integrity/PC350 comparison send final report to FRB

· AFCIS- Incorporate MILSTRIP function into Integrity @ SPS

· New Action Items:

· AFMC/ACC/USAFE/ Susan H. - Work schedule issues.

· AFCIS – Send AFCAA docs and SSAA to FRB.

· AFCIS/AQCA- Letter from SAF and AFCIO justifying and recommending CTO extension.

· Reconvene CONOPS WG in Aug (All)

· AFCIS- Post automation docs on FTP server. 

· Susan H.  Determine how long NAC completion takes. 

· Susan H.  What constitutes acceptance for site? Exit survey?

· FRB- Site requirements for NAC completion to Susan H. and cc Justin S. by 4/18/03

· AMS – Get copy of “Kick Off” ppt posted to AFCIS web.

· AFCIS – RDBAs check transaction log size.

· Larry G. Known issue of SF 30 block 10b needs to be clarified. 

· Larry G. Contact close out needs to be clarified

· Larry G. Frequency of need to run workload script. 
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